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http://nlp.seas.harvard.edu/2018/04/03/attention.html



Transformer encoder-decoder

• Both encoder and decoder consist of N layers

• Each encoder layer has two sub-layers 

• Multi-head self-attention 

• FeedForward

• Each decoder layer has three sub-layers 

• Masked multi-head self-attention 

• Multi-head cross-attention 

• FeedForward

• Decoder: generate output probabilities for 
predicting next word



Transformer encoder-decoder



Transformer encoder In the paper:

Layer Normalization  
(Ba et al., 2016)

We will come back to this!



Transformer decoder

self-attention cross-attention



Attention

Encoder

Decoder

Attention(query, key, value, mask)

Masked self-attention

source  
hidden states



Attention

Linear projection for all the heads, 
split them into different slices later

Set masked positions  
to -1e9 before softmax



Other interesting things

• Decoder: Input and output embeddings are tied

• Positional encodings

• A dedicated optimizer

• Label smoothing



Breakout discussion

• Group 1 (Danqi) 

• Which parts of Transformer implementation (design, optimization, regularization) that 
you find interesting, surprising or counter-intuitive? 

• Group 2 (Kaiyu) 

• Which parts of Transformer implementation (design, optimization, regularization) that 
you find interesting, surprising or counter-intuitive? 

• Group 3 (Mingzhe) 

• How to improve Transformers? 

• Group 4 (Zexuan) 

• How to improve Transformers?

Use the remaining time for free-form discussion!!!



How to improve Transformers?

• Re-order the sub-layers…

(Press et al., 2020) Improving Transformer Models by Reordering their Sublayers



How to improve Transformers?

• Pre-LN is more robust than post-LN

(Liu et al., 2020) Understanding the Difficulty of Training Transformers



How to improve Transformers?
• Scale up to long sequences (and avoid quadratic computation!)

(Zaheer et al., 2020) Big Bird: Transformers for Longer Sequences 
(Choromanski et al., 2020) Rethinking Attention with Performers 



How to improve Transformers?

• Relative positional representations

(Shaw et al., 2018) Self-Attention with Relative Position Representations



How to improve Transformers?

• Relative positional encoding + Segment recurrence

(Dai et al., 2019): Transformer-XL: Attentive Language Models Beyond a Fixed-Length Context


