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From BERT to XLNet

• Masked Language modeling (MLM): mask mask out 15% of the input words, and then 
predict the masked wordsout 15% of the input words, and then predict the masked words

• Next sentence prediction (NSP): predict whether a sentence is followed after the 
next sentence



Limitations of BERT

• The predictions are independent

• The [MASK] tokens add artificial noise - you never see them at testing time!



XLNet

• XLNet = an autoregressive model that captures bidirectional contexts

• Key idea: permutation language modeling - sample a factorization order from all 
possible permutations and predict words by the factorization order one by one



A Technical Challenge

Conditioned on , we want to predict , 
how we can we know that we would want to 
predict the 3rd word even?

x1, x4 x3



A Technical Challenge



Solution:  Two-stream Attention



Solution:  Two-stream Attention



Summary of XLNet



Other important details

• Partial predictions 

• It is very difficult to make predictions when seeing too little context 

• Solution: they only predict the last 1/K words (K = 6 or 7, similar to the 15% 
in BERT!!!)

• Re-use ideas from Transformer-XL (Dai et al., 2019): 

• Segment recurrence 

• Relative positional encodings

(Dai et al., 2019) Transformer-XL: Attentive Language Models Beyond a Fixed-Length Context

• Span-based prediction



XLNet: Experiments

They trained on 10x data and longer…



XLNet: Experiments

A fair comparison to BERT: still consistent gains but not impressive as before



XLNet vs RoBERTa



XLNet: ablation studies



Breakout discussion

• Group 1 (Danqi) 

• Group 2 (Chris) 

• Group 3 (Kaiyu) 

• Group 4 (Shunyu)

• Q1: What are the limitations of BERT that XLNet attempts to solve?

• Q2: How does XLNet address them?

• Q3: What do you think are the key factors that are mostly contributing to the 
superior performance of XLNet?

• Q4: What are the limitations of XLNet?

• Q5: Anything else you find interesting?



ELECTRA

17(Clark et al., 2020): ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators

ELECTRA is a much more efficient training method,  
it predicts 100% of tokens (instead of 15%) every time


