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Vaswani et al., 2017: Attention Is All You Need

Recap: Transformer 

• Both encoder and decoder consist of N layers

• Each encoder layer has two sub-layers


• Multi-head self-attention


• FeedForward

• Each decoder layer has three sub-layers


• Masked multi-head self-attention


• Multi-head cross-attention


• FeedForward

• Decoder: generate output probabilities for 
predicting next word



Transformers: machine translation

Vaswani et al., 2017: Attention Is All You Need



• ELMo = Embeddings from Language Models


• GPT  = Generative Pre-Training


• BERT = Bidirectional Encoder Representations from Transformers



Today’s key concepts

• Contextualized word embeddings


• Transformer-based language models


• Pre-training and fine-tuning



What’s wrong with word2vec?

• One vector for each word type vcat =
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v(play)

• Complex characteristics of word use: syntax and semantics

• Polysemous words, e.g., bank, mouse



Contextualized word embeddings
Let’s build a vector for each word conditioned on its context!

movie was terribly exciting !the

Contextualized word embeddings

f : (w1, w2, …, wn) ⟶ x1, …, xn ∈ ℝd



Contextualized word embeddings

Sent #1: Chico Ruiz made a spectacular play on Alusik’s grounder {. . . }

Sent #2: Olivia De Havilland signed to do a Broadway play for Garson {. . . }

Sent #3: Kieffer was commended for his ability to hit in the clutch , as well as 
his all-round excellent play  {. . . }

Sent #4:  {. . . }  they were actors who had been handed fat roles in a successful 
play {. . . }

Sent #5:  Concepts play an important role in all aspects of cognition {. . . }

v(play) = ?

v(play) = ?

v(play) = ?

v(play) = ?

v(play) = ?



(Peters et al, 2018): Deep contextualized word representations

Contextualized word embeddings



How can we get these contextualized embeddings?

The key idea of ELMo:


• Train two stacked LSTM-based 
language models on a large corpus


• Use the hidden states of the LSTMs 
for each token to compute a vector 
representation of each word

Q: Why use the hidden 
representations of language models?



How can we get these contextualized embeddings?

# words in the 
sentence

input 
embeddings

output 
embeddings

=



How to get ELMo embeddings?

• : allows the task model to scale the entire ELMo vectorγtask

• : softmax-normalized weights across layersstask
j

hlM
k,0 = xLM

k , hLM
k,j = [h LM

k,j ; h LM
k,j ]

# of layers

Both are parameters to be learned

input embeddings hidden states



How to get ELMo embeddings?

Q: Why use the weighted average of different layers instead of just the top layer?

Q: Why use both forward and backward language models?

Because it is important to model both left and right context! 
Bidirectionality is VERY crucial in language understanding tasks!

Because different layers are expected to encode different information.
We will see some examples soon!



ELMo: pre-training and the use

• Data: 10 epoches on 1B Word Benchmark (trained on single sentences)	

• Pre-training time: 2 weeks on 3 NVIDIA GTX 1080 GPUs

• Much lower time cost if we used V100s / Google’s TPUs but still hundreds of dollars in 
compute cost to train once

• Larger BERT models trained on more data costs $10k+

• How to apply ELMo in practice?

• Take the embeddings  and feed them into 
any neural models just like word2vec

f : (w1, w2, …, wn) ⟶ x1, …, xn ∈ ℝd

• The LM’s hidden states are fixed and not updated during the downstream use (only 
the scaling and softmax weights are learned)

• Common practice: concatenate word2vec/GloVe with ELMo



terribly exciting !the movie was

Sentence encoding

element-wise mean/max element-wise mean/max

Example: A BiLSTM model for sentiment classification
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[e(terribly); ELMotask4 ]

ELMo: pre-training and the use



What is pre-training?

• “Pre-train” a model on a large dataset for task X, then “fine-tune” it on a dataset for task Y

• Key idea: X is somewhat related to Y, so a model that can do X will have some good 
neural representations for Y as well

• ImageNet pre-training is huge in computer vision: learning generic visual features for 
recognizing objects

• Word2vec can be seen as pre-training: learn vectors with the skip-gram objective on large 
dataset (task X), then use them as a part of a neural network for sentiment classification 
or any other task (task Y)

Slide credit: Greg Durrett



ELMo: Experimental results

• SQuAD: question answering

• SNLI: natural language inference

• SRL: semantic role labeling

• Coref: coreference resolution

• NER: named entity recognition

• SST-5: sentiment analysis



First Layer > Second Layer Second Layer > First Layer

syntactic information is better represented at lower layers while 
semantic information is captured at higher layers

WSD = word sense disambiguation

What information does ELMo encode?



Use ELMo models
https://allennlp.org/elmo

Pre-training is expensive but it only needs to be done once!

People can download the pre-trained models and use them in 
their downstream applications.

https://allennlp.org/elmo


Generative Pre-Training (GPT)

• Use Transformers instead of LSTMs


• Trained on longer segments of text (512 word-piece tokens), not just single sentences


• Capture longer-range dependencies


• Use language modeling as a pre-training objective


• “Fine-tune” the entire set of model parameters on various downstream tasks


• Use task-specific prompt formats



Results on downstream tasks



Scaling up GPT to GPT-2

• Train GPT language model on 40 GB of internet 
text


• Really good generative model of language


• Surprising zero-shot abilities




Generation examples



Zero-shot task performance



Scaling even further - GPT-3

• Massive language model - 175 billion 
parameters


• Very impressive zero-shot capabilities


• Adapt models to downstream tasks 
through natural language ‘prompting’



• In-context ‘learning’: Provide the 
model with a few input-output 
examples relevant to the task


• No updates to parameters of the 
model


• Started a new direction around 
‘prompt engineering’

GPT-3



GPT-3

• In-context ‘learning’: Provide the 
model with a few input-output 
examples relevant to the task


• No updates to parameters of the 
model


• Started a new direction around 
‘prompt/context engineering’


• Alternative to fine-tuning models



What is BERT?

• Use a bidirectional encoder instead of a unidirectional Transformer language model


• Two new pre-training objectives:


• Masked language model (MLM)


• Next sentence prediction (NSP)


• Later work shows that NSP hurts performance, so we omit it here


• Use entire set of BERT parameters for fine-tuning, instead of word embeddings



Bidirectional encoder

• Language models only use left context or right context (although 
ELMo used two independent LMs from each direction).

• If the word “a” is already seen, what to predict then?

• Let’s use a Transformer encoder with self-attention

• How can we build good representations that allow us to see both sides?



Key idea: masked language model (MLM)

• Solution: let’s mask out 15% of the input words, and then predict the masked words

• Too little masking: too expensive to train


• Too much masking: not enough context

Q: Why 15%?



Key idea: masked language model (MLM)

A stacked 
Transformer encoder

Caveat: the actual sampling process is a bit more complicated than this. Check out the paper for details!



BERT: pre-training
• Input representations

•  Trained 40 epochs on Wikipedia (2.5B tokens) + BookCorpus (0.8B tokens)

• Released two model sizes: BERT_base, BERT_large

• Segment length: 512 BPE (=byte pair encoding) tokens



BERT: model sizes



BERT: ablation studies

Unidirectional LMs

The bigger, the better..

(Devlin et al., 2019) BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding



How to use BERT?
Key idea: instead of use BERT to produce contextualized word embeddings, keep all the 
parameters and fine-tune them for downstream tasks



How to use BERT?



Example: sentiment classification

We just need to introduce  parameters for 
binary sentiment classification!

2H

All the parameters will be learned together (original BERT 
parameters + new classifier parameters)



BERT: experimental results
BiLSTM: 63.9

unidirectional



Use BERT models

https://github.com/huggingface/transformers



https://github.com/google-research/bert




