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Constituency Parsing
• Probabilistic Context-Free Grammars (PCFGs)


Defines a bunch of production rules.
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Constituency Parsing
• Probabilistic Context-Free Grammars (PCFGs)


• MLE for learning


• Parsing PCFGs: the CKY algorithm
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Dependency Parsing
• Arc-standard algorithm 

How does a dependency parser parse a sentence into a tree?
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Dependency Parsing
• Arc-standard algorithm 

• Input: a sequence of words


• Output: a parse (i.e., which word points to which word)


• Configuration: stack (s) + buffer (b) + a set of arcs (A)


• Starting config: 


• End config: 


• Actions: SHIFT, LEFT-ARC( ), RIGHT-ARC( )

s = [ROOT], b = [w1, w2, …, wn], A = ∅

s = [ROOT], b = ∅

r r



Dependency Parsing
• SHIFT: move word at the top of buffer -> top of stack
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• LEFT-ARC( )
r



Dependency Parsing
• SHIFT: move word at the top of buffer -> top of stack 


• LEFT-ARC( )


• RIGHT-ARC( )

r

r
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Dependency Parsing
• Common confusion: the ‘case’ label points into the preposition word
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Dependency Parsing
• Where does the dependency parser come from?


• We need to train it using statistical learning methods!


• Collect datasets 


• : sentence


• : dependency parse tree


• How do we use annotated these data to train a parser?

{(xi, yi)}N
i=1

x

y



Dependency Parsing

• Model needs to learn:  (configuration to action mapping) c → a

a = M(c)
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• Run arc-standard, we can collect   pairs from one  pair, 

where  is the number of words in 


• To complete the process, each word needs to be shifted and merged 

exactly once
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Dependency Parsing

• Model needs to learn:  (configuration to action mapping)


• We can generate this from the annotated  


• Run arc-standard, we can collect   pairs from one  pair, 

where  is the number of words in 


• To complete the process, each word needs to be shifted and merged 

exactly once


• Number of actions:  (+SHIFT)

c → a

{(xi, yi)}N
i=1

2n (c, a) (x, y)

n x

2|R| + 1



Dependency Parsing
• Evaluation 

• Unlabeled attachment score (UAS): only look at the arcs


• Labeled attachment score (LAS): look at both the arcs and the labels



Questions?




